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Bias and Size



Labour & Access to Services and Care



Environmental Considerations



Artificial Intelligence and Data Act (Bill C-27)



Definition of  AI

“artificial intelligence system” means a technological system that, 
autonomously or partly autonomously, processes data related to human 
activities through the use of  a genetic algorithm, a neural network, 
machine learning or another technique in order to generate content or 
make decisions, recommendations or predictions.

Section 2



Harm Mitigation

“A person who is responsible for a high-impact system must, in 
accordance with the regulations, establish measures to identify, assess and 
mitigate the risks of  harm or biased output that could result from the use 
of  the system.”

Section 8
See also sections 9-12



Harm

“harm” means
(a) physical or psychological harm to an individual;
(b) damage to an individual’s property; or
(c) economic loss to an individual.

Section 5(1)



Biased Output
“biased output” means content that is generated, or a decision, 
recommendation or prediction that is made, by an artificial intelligence 
system and that adversely differentiates, directly or indirectly and without 
justification, in relation to an individual on one or more of  the prohibited 
grounds of  discrimination set out in section 3 of  the Canadian Human 
Rights Act, or on a combination of  such prohibited grounds. 
It does not include content, or a decision, recommendation or prediction, 
the purpose and effect of  which are to prevent disadvantages that are likely 
to be suffered by, or to eliminate or reduce disadvantages that are suffered 
by, any group of  individuals when those disadvantages would be based on 
or related to the prohibited grounds.

Section 5(1)



High Impact System

“high-impact system” means an artificial intelligence system that meets the 
criteria for a high-impact system that are established in regulations.

Section 5(1)



Government Institutions Excluded

Non-application
3 (1) This Act does not apply with respect to a government institution as defined in 
section 3 of  the Privacy Act.

Product, service or activity
(2) This Act does not apply with respect to a product, service or activity that is under 
the direction or control of
(a) the Minister of  National Defence;
(b) the Director of  the Canadian Security Intelligence Service;
(c) the Chief  of  the Communications Security Establishment; or
(d) any other person who is responsible for a federal or provincial department or 
agency and who is prescribed by regulation.



What’s Next?

• Standing Committee on Industry and Technology 
• Public consultation on future Regulations
• Research and advocacy focused on the impacts of  AI in Canada
• especially clarifying the kinds of  harms that need to be mitigated under this 

framework 



Thank you!


